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Abstract—In this paper, a Stackelberg game is built to model
the joint power allocation of the primary user (PU) network and
the secondary user (SU) network hierarchically in orthogonal
frequency division multiplexing (OFDM)-based cognitive radio
(CR) networks. We formulate the PU and SUs as the leader and
the followers, respectively. We consider two constraints: the total
power constraint and the interference-to-signal ratio (ISR) con-
straint, in which the ratio between the accumulated interference
and the received signal power at each PU should not exceed
a certain threshold. First, we focus on the single-PU–multi-SU
scenario. Based on the analysis of the Stackelberg equilibrium
(SE) for the proposed Stackelberg game, an analytical hierarchic
power-allocation method is proposed when the PU can acquire the
additional information to anticipate SUs’ reactions. The analyt-
ical algorithm has two steps. First, the PU optimizes its power
allocation by considering the SUs’ reactions to its action. In the
power optimization of the PU, there is a subgame for power
allocation of SUs given the fixed transmit power of the PU. The
existence and uniqueness for the Nash equilibrium (NE) of the
subgame are investigated. We also propose an iterative algorithm
to obtain the NE and derive the closed-form solutions of the NE
for the perfectly symmetric channel. Second, the SUs allocate the
power according to the NE of the subgame given the PU’s optimal
power allocation. Furthermore, we design two distributed iterative
algorithms for the general channel even when private information
of the SUs is unavailable at the PU. The first iterative algorithm has
a guaranteed convergence performance and the second iterative
algorithm employs asynchronous power update to improve time
efficiency. Finally, we extend to the multi-PU–multi-SU scenario,
and a distributed iterative algorithm is presented.

Index Terms—Cognitive radio (CR), distributed iterative al-
gorithm, game theory, hierarchic power allocation, joint power
allocation.
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I. INTRODUCTION

COGNITIVE radio (CR) technology has gained much at-
tention because of its ability to improve spectrum uti-

lization efficiency [1]. In CR networks, the CRs transmit in
an opportunistic way or coexist with the primary systems
simultaneously under the constraints that the primary systems
will not be harmed. Due to the scarcity of power and hostile
characteristics of wireless channels, efficient power-allocation
schemes are necessary for the design of high-performance CR
networks. Meanwhile, as the game theory is suitable for analyz-
ing conflict and cooperation among rational decision-makers, it
has emerged as a very powerful tool for power allocation in CR
networks [2].

In game-theory-based power-allocation frameworks, the
nodes are modeled as self-interested or group-rational play-
ers, and compete or cooperate with each other to maximize
their utilities by viewing the power as the strategies [3]–
[10]. The Stackelberg game, which is also referred to as the
leader–follower game, is a game in which the leader moves first
and then the followers move sequentially. The problem is then
transformed to find an optimal strategy for the leader, assuming
that the followers react in such a rational way that they optimize
their objective functions given the leader’s actions [11]. In
[12]–[14],1 the Stackelberg game was applied for the multiuser
power control problem in interference channels. Utilization of
the Stackelberg game in wireless communications can be also
found in [15]–[18].

As the Stackelberg game is defined for the cases in which
a hierarchy of actions exists between players, it is a natural
fit for the CR scenario. The Stackelberg game was employed
in CR networks in [19] and [20]. A Stackelberg game model
was proposed for frequency bands in which a licensed user has
priority over opportunistic CRs. In [21], the Stackelberg game
was applied for the utility-based cooperative CR networks. In
[22], the resource allocation in CR networks was studied by
using the Stackelberg game to characterize the asymmetry of
PUs and SUs. Allocation of underutilized spectrum resources
from PUs to multiple SUs was modeled as the seller–buyer
game. Similar work can also be found in [23], although the
authors did not claim the use of Stackelberg game explicitly.
A decentralized Stackelberg game formulation for power al-
location was developed in [24]. Distributed optimization for
CR networks using the Stackelberg game was considered in
[25]. Distributed power control method for SUs and optimal
pricing for the PU were obtained, and the algorithm for finding

1In [14], the Stackelberg equilibrium is a special case of the CE.
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the optimal price was proposed. In [26], the focus is on how
an SU chooses its power level to obtain maximal cognitive
network capacity and guarantee the performance of the PU.
Power allocation in the downlink of the secondary system was
considered using the Stackelberg game in [27]. Constraints such
as protecting PUs and the maximum power limitations of base
stations (BSs) were considered. Distributed power control for
spectrum-sharing femtocell networks was investigated by using
the Stackelberg game in [28]. The Stackelberg equilibrium (SE)
was studied, and an effective distributed interference price bar-
gaining algorithm with guaranteed convergence was presented
to achieve the equilibrium.

Recently, orthogonal frequency-division multiplexing
(OFDM) has been recognized as an attractive modulation
candidate for CR systems. In practice, the efficient algorithm
of allocating power to subcarriers in both the OFDM-based
PU network and SU network is important. However, most
of the aforementioned works focus on the power control of
the SU network only; the hierarchic joint power allocation
for the OFDM-based PU network and SU network by using
the Stackelberg game has not been extensively studied yet.
When power control for the PU network and that for the SU
network are jointly considered, we should consider not only the
interference among SUs but also the interference among PUs
and the mutual interference between the PU and SU networks.
Meanwhile, to meet quality-of-service requirement of the
PU precisely, the interference-to-signal ratio (ISR),2 which is
defined as the ratio between the accumulated interference and
the received signal power, should be less than a certain constant
at the PU. Then, the power allocation of the PU network and
that of the SU network are tightly coupled. In addition, the
transmission from the primary transmitter to its receiver needs
to be analyzed. Thus, the transmission merit, such as rate,
should be taken into consideration in the utility function of the
PU. Due to the above reasons, the hierarchic power allocation
is challenging, particularly when the PU network cannot
acquire private information of the SU network. Even when
the private information is available, it is difficult to design the
time-efficient algorithm because of complexity of the game.

To overcome these challenges, the main contributions of this
paper are summarized as follows.

• A Stackelberg game is formulated to describe the priority
for the PU network in the joint power allocation with the
SU network. We analyze the mutual effect between power
allocation for the PU network and that of the SU network
in two aspects: ISR constraint and mutual interference
between the PUs and SUs. The former impacts the feasible
power-allocation set and the latter influences the utility.

• When there is only one PU, the Stackelberg game can
be written as an optimization problem that contains a
noncooperative subgame. The subgame can be viewed as
the power game of the SU network given the PU’s power.
We analyze existence for the NE of the subgame and give
a sufficient condition of uniqueness. Moreover, an iterative

2We use ISR instead of signal-to-interference ratio (SIR) to emphasize the
interference controlling in the paper. ISR is the inverse of SIR, and it has also
been widely used in literature.

Fig. 1. PU system coexists with the SU system.

algorithm, which converges to the NE, is presented for the
general channel condition, and the closed-form solutions
for the NE are derived in a perfectly symmetric channel.

• Based on the Stackelberg game analysis, the hierarchic
joint power-allocation algorithms for the PU and SU net-
works are proposed. Considering availability of the private
information for the SUs at the PU, two scenarios are
investigated. When the private information is available
and the perfectly symmetric channel conditions can be
satisfied, the PU can allocate power by solving a specific
optimization problem, and the SU can analytically allocate
power in the perfectly symmetric channel. Otherwise,
the iterative distributed power-allocation algorithms are
presented. We also investigate the convergence and effec-
tiveness of the proposed iterative algorithms.

• The extension to the multi-PU–multi-SU scenario is dis-
cussed, and we present an iterative distributed algorithm
for the hierarchic power allocation.

The remainder of this paper is structured as follows. In
Section II, we introduce the system model under consideration
and formulate the Stackelberg game. In Section III, the game
analysis is performed. In Section IV, the hierarchic power-
allocation methods for the PU and SUs are proposed. Then,
the numerical results are presented in Section V. Finally, we
conclude this paper in Section VI.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We consider a spectrum-sharing scenario, as shown in
Fig. 1, in which a PU system coexists with an SU system.
There is one PU and several SUs, each formed by a single
transmitter–receiver pair using OFDM. The PU is denoted as
user 1 and the SUs are denoted as user 2, . . ., user L, respec-
tively, i.e., the PU set P = {1}, and the SU set S = {2, . . . , L}.
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It is assumed that the total number of OFDM subchannels is
N , and each subchannel experiences flat fading. The sampled
signal on the f th subchannel at the receiver of user j is

yfj =
√

P f
j h

f
j, jx

f
j +

∑
i�=j∈P∪S

√
P f
i h

f
i, jx

f
i + wf

i (1)

where P f
j and hf

i, j denote the transmitted power of user j’s
transmitter and the channel coefficient between the transmitter
of user i and the receiver of user j on the f th subchannel, re-
spectively. xf

j is the transmitted symbol of user j at subchannel

f and is assumed to have unit energy. wf
i is the additive white

Gaussian noise with wf
i ∼ CN (0, Nf

i ). Each user’s transmitter
has a limited power budget, i.e.,

∑N
f=1 P

f
j ≤ Pmax

j , ∀j ∈ P ∪
S. Treating the interference as noise and assuming Gaussian
signaling, the maximum rate that user j can obtain on the f th
subchannel can be expressed as

Rf
j = log

⎛
⎜⎝1 +

P f
j

∣∣∣hf
j, j

∣∣∣2∑
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f
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∣∣∣hf
i, j
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⎞
⎟⎠ (nats/s/Hz).

(2)

B. Stackelberg Game Formulation

We formulate the PU and the SUs as the leader and the
followers, respectively. The PU first selects its transmission
power by maximization of its utility, in which it tries to an-
ticipate the SUs’ reactions to its action. Then, based on the
PU’s power, the SUs compete with each other to maximize
their own rates by adjusting transmit power. The ISR constraint,
i.e., (

∑
i∈Ω P f

i |h
f
i,1|2)/(P

f
1 |h

f
1,1|2) ≤ ρ with ρ being the ISR

threshold, needs to be satisfied to guarantee primary service.3

The formulation of the proposed Stackelberg game can be
decomposed into two levels: lower level of the SUs and upper
level for the PU.

1) Lower Level: Given the PU’s transmit power, the SUs’
noncooperative subgame can be mathematically formulated as

G = {Ω, {Si}i∈Ω, {ui}i∈Ω} (3)

where Ω = S is the set of active players. The set of admissible
power-allocation strategies for user i is given by

Si =

{
Pi =

(
P 1
i , P

2
i , . . . , P

N
i

)
:

N∑
f=1

P f
i ≤ Pmax

i ;

∀f ∈ {1, 2, . . . , N}, P f
i ≥ 0

}
. (4)

The utility function of user i is defined as ui(Pi, P−i) =∑N
f=1 R

f
i ,

4 where P−i := {Pk}k∈Ω/{i}.

3We only need to guarantee that the power allocation in the stable state, i.e.,
the SE (its definition will be given in the following) or the convergent outcomes
of the iterative algorithm, should satisfy the ISR constraint.

4The utility function can be defined in other forms, i.e., the proposed frame-
work is general enough to allow different definitions of the utility function.
Concerning the obtained conclusions, some are independent of the utility
function definition, and others can be adapted easily for new definitions of the
utility function.

2) Upper Level: For the PU, if it can anticipate the SUs’
reactions to its action, we have the following problem:

max
P1

u1 =
N∑

f=1

log
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⎜⎝1 +
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where P1 = (P 1
1 , P

2
1 , . . . , P

N
1 ), P∗

i = (P 1∗
i , P 2∗

i , . . . , PN∗
i )

with i ∈ Ω, and (P∗
i ,P

∗
−i) is the NE of G when P1 is given.5

When the leader (PU) chooses a power strategy P1, the
followers (SUs) get their power strategies {P∗

i}i∈S from G
accordingly. Then, there is an u1. Once the PU could obtain
the private information of the SU network (e.g., c, hf

1i, h
f
ii, h

f
i1,

and Pmax
i (i ∈ Ω, f = 1, . . . , N)), the PU could know the SUs’

reactions by solving the subgame G. Thus, the PU could exactly
know u1 corresponding to a P1. Then, it can choose its optimal
power allocation.

III. GAME ANALYSIS

In Section II-B, the Stackelberg game is formulated in two
levels: the SUs’ subgame for given PU’s power and the PU’s op-
timization problem when it could anticipate the SUs’ reactions.
Then, naturally, we can transform the analysis of the whole
problem into the successive analysis of the lower problem and
the upper problem. We first analyze the subgame (which is
a noncooperative game) and focus on the NE. Second, we
analyze the upper problem. Since only one PU is considered,
once we obtain the solution of the SUs’ problem (through the
analysis of the lower level problem), the upper level problem
is a common optimization problem. Then, we focus on the
analysis of subgame G.

The most important thing is that this successive analysis
is enough for proposing the power-allocation algorithm in
Section IV. The proposed analytical algorithm can obtain the
SE and we will prove this. The Stackelberg game can be
theoretically analyzed as a whole, e.g., directly analyzing the
SE. The analysis of SE will be considered in future work.

Here, the existence, uniqueness, and solution for the NE of
subgame G are analyzed. An iterative algorithm to obtain the
NE of the subgame is given. We also investigate the conver-
gence of the iterative algorithm. Furthermore, the closed-form
solutions for the NE are derived for the perfectly symmetric
channel.

First, for subgame G, its NE is defined as follows:
Definition 1: (P∗

i , P
∗
−i) is the NE if ui(P

∗
i , P

∗
−i) ≥ ui(Pi,

P∗
−i) for all Pi ∈ Si and i ∈ Ω.
With respect to the existence of the NE for G, we have the

following proposition.

5The definition of NE will be given in Section III. Equation (5) is the
formulated Stackelberg game, where it contains subgame G. We should observe
that the ISR constraint is not considered in G. However, as the ISR constraint
is considered in (5), the solutions of the Stackelberg game comply with the ISR
constraint.
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Proposition 1: The subgame G has at least one pure NE.
Proof: See Appendix A. �

The uniqueness of the NE can be given by the following.
Proposition 2: Define

Mi, j

=
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}
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(6)

If M is a positive definite matrix, G has a unique NE.
Proof: See Appendix B. �

The condition in Proposition 2 can be viewed as the weak
interference condition. Specifically, M is positive definite if
both of the following conditions hold6
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where (wi)i∈S is a certain positive vector. Equation (7) can be
viewed as an upper bound on the amount of interference that
each receiver can tolerate, and (8) introduces a constraint on
the level of interference that each transmitter can generate.

In the following, we give an iterative algorithm to obtain the
NE. The best response for user i (i ∈ Ω) can be expressed as

P f
i =BRi
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P f
1 , P
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where P f
−i(k) = {P f

j (k)}j∈Ω/i, (·)+ = max(·, 0), and μi is a

constant satisfying
∑N

f=1 P
f
i ≤ Pmax

i . Based on (9), an itera-
tive distributed algorithm (Algorithm 1), which can converge
to the NE, can be given. In the algorithm, SU i only has to
obtain its own channel state hii, and measure the aggregated
interference it receives, i.e., P f

1 |h
f
1, i|2 +

∑
j∈Ω/i P

f
j (k)|h

f
j, i|2.

Hence, Algorithm 1 can be implemented distributively.

6See [8, Coroll. 4].

Algorithm 1: Iterative Distributed Algorithm for
Obtaining NE

Step 1: k = 0,
initialize feasible {Pi(0) = (P 1

i (0), . . . , P
N
i (0))}i∈Ω.

Step 2: P f
i (k + 1) = BRi(P

f
1 , P

f
−i(k))

for every i ∈ Ω and f = 1, . . . , N .
Step 3: k = k + 1, go to Step 2 until convergence.

Following the existing literature (such as [10] and [29]), a
sufficient condition for the convergence of Algorithm 1 is given
by the following proposition.

Proposition 3: Let C be a partitioned matrix with zero
diagonal blocks; the (i− 1, j − 1)th block is an N ×N ma-
trix whose (f, f) entry is cfi, j = |hf

i, j |2/|h
f
j, j |2, for i, j ∈

{2, 3, . . . , L} and f ∈ {1, 2, . . . , N}. If ‖C‖ < 1, where ‖ · ‖
is any induced matrix norm with its corresponding vector norm
being monotone, Algorithm 1 converges.

Proof: See Appendix C. �
Under a special circumstance, i.e., a perfectly symmetric

channel, we derive the closed-form solutions of NE.
Proposition 4: When |hf

i, j |/|h
f
j, j | = |hf ′

j, i|/|h
f ′

i, i| =
√
c <

1, Nf
i /|h

f
ii|2 = Nf

j /|h
f
jj |2 and |hf

1i|/|h
f
ii| = |hf

1j |/|h
f
jj | for f ,

f ′ = 1, . . . , N and i �= j ∈ Ω, the perfectly symmetric channel
conditions hold. Then, for L = 3, the NE of G has the following
closed-form solutions7:
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where k1 = k2 when Pmax
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solution of ϕ1
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Proof: See Appendix D. �
The above proposition is for the two-SU scenario. However,

following the proof of this proposition, the closed-form solu-
tions for the multi-SU scenario can be obtained similarly. Using
Proposition 4, the power for SUs in the perfectly symmetric

7Without loss of generality, we assume Pmax
2 > Pmax

3 . σf is only distin-
guished by the number of subchannels in the perfectly symmetric channel; the
subchannels can be renumbered according to the strength of noise plus received
interference from the PU. Thus, it is also assumed that σ1 ≤ σ2 ≤ · · · ≤ σN .
Subcarriers should be renumbered at the beginning and we need to recover the
number of subcarriers in the end.
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channel can be allocated analytically with simple computation.
Moreover, if we suppose that {Pmax

i }i∈Ω is known at user i(i ∈
Ω), user i(i ∈ Ω) only needs to obtain c (i.e., hf

j, i and hf
i, i)

and measure the received interference from PU, i.e., P f
1 |h1i|2.

Thus, Proposition 4 can be distributively applied.
Equations (10) and (11) and Algorithm 1 can be used to

obtain the NE of G in the two-SU scenario. When the perfectly
symmetric channel conditions hold, the analytical solutions are
given in (10) and (11); otherwise, Algorithm 1 can find the
solution for the general case.

IV. POWER ALLOCATION ALGORITHM

Here, we consider the hierarchic joint power allocation for
the PU and SUs. If the PU can acquire the additional in-
formation about the SUs to anticipate SUs’ reactions to its
action, we propose an analytical power-allocation algorithm in
Section IV-A. Otherwise, the iterative power-allocation al-
gorithms are developed in Section IV-B. Furthermore, we
consider the extension to the multi-PU–multi-SU scenario in
Section IV-C.

A. Analytical Power-Allocation Algorithm

The definition of the SE is given by the following.
Definition 2: (P∗

1, P̂
∗
i , P̂

∗
−i) is an SE for the proposed

Stackelberg game when it satisfies the following:
1) ui(P

∗
1, P̂

∗
i , P̂

∗
−i) ≥ ui(P

∗
1, Pi, P̂

∗
−i), ∀ i ∈ Ω, Pi ∈ Si;

2) u1(P
∗
1, P̂

∗
i , P̂

∗
−i)≥u1(P1,P

∗
i ,P

∗
−i) for any feasible P1.

In the following, we discuss on how to find the SE solution
of the proposed Stackelberg game. First, we have the following
lemma.

Lemma 1: Denote the optimal solution of (5) as P∗
1; then,

(P∗
1, Ne(P∗

1)) is an SE.
Proof: See Appendix E. �

According to Lemma 1, to get the SE, we should solve (5)
first. Then, the focus becomes solving (5). In Proposition 4,
we have obtained the closed-form NE of the SUs’ subgame for
perfectly symmetric channels given PU power. By substituting
the closed-form NE (which is the function of PU’s power
level) into the PU’s problem (5), the PU’s problem becomes a
conventional optimization problem. If the PU knows c, hf

1i, h
f
ii,

hf
i1, Pmax

i (i ∈ Ω, f = 1, . . . , N) and its own channel state hf
11,

it can solve the optimization problem (at least numerically).
Based on the earlier discussions, we get the analytical power-

allocation method. First, the PU obtains the optimal power
allocation P∗

1 by substituting the expressions of subgame’s NE
in to (5) and solving (5) thereafter. Then, the SUs allocate the
power according to the NE of G, (P̂∗

i , P̂
∗
−i), given P1 = P∗

1.
In particular, for the two-SU scenario with perfectly symmetric
channels, by substituting (10) and (11) into (5), the PU problem
becomes a conventional optimization problem. By solving the
problem, we obtain the optimal power-allocation strategy of
the PU, i.e., P∗

1. Replacing P1 byP∗
1 in (10) and (11), we get the

NE of G given the optimal power allocation of the PU, which is
denoted (P̂∗

2, P̂
∗
3). Then, the SUs allocate the power according

to P̂∗
2 and P̂∗

3, respectively. Observe that (P∗
1, P̂

∗
2, P̂

∗
3) is the

SE of the Stackelberg game according to Lemma 1.

In the analytical power-allocation method, we should know
the expressions of NE to transform the PU’s problem (which
includes a subgame) to be a conventional optimization problem
with respect to the PU’s power. Meanwhile, the private infor-
mation of the SU network is needed to solve the transformed
optimization problem. The analytical power-allocation method
can be utilized in the perfectly symmetric channels8 when the
private information of the SU network is available.

B. Iterative Power Allocation Algorithm

If the private information of the SUs is unknown to the
PU, the PU cannot set an optimal power level by solving
the optimization problem even under the perfectly symmetric
channel conditions. Alternatively, the iterative algorithms are
needed to identify the power level.

To play the SE, the PU must have the ability to anticipate
the SUs’ reactions to its action. However, it is impossible to
exactly anticipate the SUs’ reactions to the PU’s action when
the PU cannot obtain the private information about the SUs.
The PU should know the SUs’ private information such as the
strategy set (exactly, c, hf

1i, hf
ii, hf

i1, and Pmax
i (i ∈ Ω, f =

1, . . . , N) are needed) to anticipate the SUs’ reactions to its
action. Although the SE can be viewed as a special case of
the conjectural equilibrium (CE) [14], the CE assumes that the
foresighted user knows its stationary interference and the first
derivatives with respect to the allocated power. (ISR constraint
is not considered in [14].) Hence, no algorithms can derive the
SE solution in the case that the PU cannot obtain the private
information about the SUs, particularly when the ISR constraint
is considered. The outcomes of the iterative algorithms are not
the SE solution.

1) Proposed Iterative Algorithm: The PU sets an initial
power level in Step 1. In each iteration, based on PU’s power
allocation in the former iteration, the SUs allocate their power
levels {Pi(n) = (P 1

i (n), . . . , P
N
i (n))}i∈S according to the NE

of the SUs’ subgame by using Proposition 1 or Algorithm 1.
Given the updated power levels of the SUs, the PU updates
its power by maximizing its utility under total power and
interference constraints,9 i.e., P f

1 (n+ 1) is the solution of the
following convex optimization problem:

max
P1

u1 =

N∑
f=1

log

⎛
⎜⎝1 +

P f
1

∣∣∣hf
1,1

∣∣∣2
If (n) +Nf

1

⎞
⎟⎠

s.t.
N∑

f=1

P f
1 ≤Pmax

1 , P f
1 ≥ 0,

If (n)

P f
1

∣∣∣hf
1,1

∣∣∣2 ≤ ρ (14)

where If (n) =
∑

i∈S P
f
i (n)|h

f
i,1|2 is the received interfer-

ence at the PU. The ISR constraint (If (n))/(P f
1 |h

f
1,1|2)≤ρ

8For general channels, using Algorithm 1, we can get values of the NE for G
given a PU power level but not analytical expressions of the NE regarding the
arbitrary PU power level.

9See (5). To some extent, the ISR constraint is imposed on the PU network
in the iterative algorithm. In [28], the interference constraint has been imposed
on PU to decrease the complexity of the power-allocation algorithms. Here, we
impose the ISR constraint on the PU network for the same reason.
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in (14) is equivalent to a minimal power constraint
(If (n))/(ρ|hf

1, 1|2) ≤ P f
1 . Consequently, it can be solved by

a two-step algorithm. The minimal power to meet the ISR
constraint is first allocated to each subchannel, i.e., we allocate
(If (n))/(ρ|hf

1, 1|2) for subchannel f ; then, we subtract the
allocated power from Pmax

1 and allocate the remaining power
to the subchannels by using the water-filling method [30].
The iteration continues until convergence. We observe that the
PU only needs to know its own channel information hf

11 and
received interference If (n). The specific distributed power-
allocation algorithm is described in Algorithm 2.

Algorithm 2: Joint Iterative Distributed Power-Allocation
Algorithm for PU and SUs (single-PU–multi-SU)

Step 1: n = 0, initialize P1(0) = (P 1
1 (0), . . . , P

N
1 (0)).

Step 2: Given P1(n), the SUs allocate the NE power
according to (10) and (11) when the perfectly symmetric
conditions can be satisfied in the two-SU scenario. Other-
wise, the SUs apply Algorithm 1 in the general scenario.
Denote the allocated power for SUs as
{Pi(n) = (P 1

i (n), . . . , P
N
i (n))}i∈S.

Step 3: Update PU’s power by using P f
1 (n+ 1) =

(1 − η)P f
1 (n) + η[(If (n))/(ρ|hf

1, 1|2) + (λ− (If (n) +

Nf
1 )/(|h11|2))+], where λ is a constant to meet∑N
f=1[(I

f (n))/(ρ|hf
1, 1|2) + (λ− (If (n) +

Nf
1 )/(|h11|2))+] ≤ Pmax

1 , i.e.,∑N
f=1(λ− (If (n) +Nf

1 )/(|h
f
11|2))+ ≤ Pmax

1 −∑N
f=1(I

f (n))/(ρ|hf
1, 1|2)

(Pmax
1 ≥

∑N
f=1(I

f (n))/(ρ|hf
1, 1|2) is assumed in this

paper), and η ∈ (0, 1) is a fixed step size.
Step 4: n = n+ 1, go to Step 2 until convergence.

When the private information of the SUs (followers) cannot
be acquired by the PU (leader), the PU has no information at
the beginning, and it cannot anticipate the interference from the
SUs with respect to its own power allocation; the only thing
it can do is randomly set an initial feasible power allocation.
Then, according to the PU’s power allocation, the SUs play
their subgame to obtain the power allocations. Then, define the
nth (n = 1, 2 . . .) round as “the PU allocates its power P1(n),
and the SUs allocate the power {Pi(n)|i ∈ Ω} subsequently.”
In the nth round, the PU can only know the interference of
the SUs with respect to the PU’s former power allocation
(power allocation in the former round), i.e., If (n− 1) (history
information of the interference can be obtained by measuring
the total interference it received), and it cannot exactly an-
ticipate the interference of the SUs with respect to the PU’s
allocation in the same round, i.e., If (n) (future information of
the interference); therefore, it can only allocate the power by
utilizing the history information If (n− 1). Then, based on the
PU’s power allocation, the SUs play their subgame to obtain
the power allocations in the same round. In addition, the ISR
constraint should be considered in the power allocation.

Due to the condition that the PU cannot obtain the private
information about the SUs, the PU cannot exactly anticipate the

future information of the interference,10 and it can only utilize
the history information of the interference. In conclusion, the
unavailability of the private information and the ISR constraint
leads to Algorithm 2. There are many methods to utilize the
history information; we choose a simple one in our algorithm.

2) Convergence: Regarding the convergence of Algorithm 2,
we have the following lemma.

Lemma 2: When Pmax
i , hij , and Ni (i, j ∈ S ∪ P) are fixed,

there exists a constant ξ > 0, and when η < ξ, Algorithm 2
converges.

Proof: See Appendix F. �
Remark: If the algorithm does not converge with a certain

step size, we can choose smaller step size to make the algorithm
converge. Lemma 2 guarantees the existence of such convergent
step size.

3) Comparison With Previous Algorithms: In [14], the
conjecture-based rate maximization (CRM) algorithms are de-
veloped even if the foresighted user has no a priori knowledge
of its competitors’ private information. The CRM algorithm
can achieve better performance than those of the NE.11 How-
ever, there are shortcomings of CRM algorithm: 1) it is not
guaranteed to converge to a CE; 2) it cannot be utilized for
the scenarios in which multiple foresighted users coexist; and
3) the number of frequency bins should be sufficiently large. In
contrast, there are no constraints on the number of frequency
bins in our proposed algorithm, and it has the guaranteed con-
vergence performance. Moreover, our proposed algorithm can
be extended to the multileader case (see Section IV-C). Finally,
no ISR constraints are considered in [14].12 As explained in
this paper, the ISR constraint will greatly couple the power
allocations of the PU (leader) with the power allocations of
the SUs (followers). That is, the CRM algorithm cannot be
applied under our system model, where the ISR constraint
should be considered, and there is no constraint on the number
of subcarriers. In other word, we deal with a more complicated
problem in this paper.

4) Asynchronous Algorithm: In Algorithm 2, as the PU
waits for the convergence of the power profiles of the SUs
(Step 2), it then updates its power. It will be time-consuming
particularly when the number of SUs is large. For the purpose of
further improving time efficiency, we propose the asynchronous
algorithm in Algorithm 3.

Algorithm 3: Asynchronous Joint Iterative Distributed
Power Allocation Algorithm for PU and SUs (single-PU
multi-SU)

Step 1: n=0, k=1, initialize P1(0) = (P 1
1 (0), . . . , P

N
1 (0))

and {Pi(0) = (P 1
i (0), . . . , P

N
i (0))}i∈S, P1(0) and

{Pi(0)}i∈S} satisfy their respective total power constraints
and the ISR constraint.

10Based on the history information of the interference, the PU may predict
the future information of the interference by using prediction methods, but it is
not an exact prediction.

11Observe that the CRM algorithm cannot derive the SE.
12The system model considered in [14] is the interference channel.
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Step 2: Given P1(n), the SUs update power allocation
{Pi(n+ 1) = (P 1

i (n+ 1), . . . , PN
i (n+ 1))}i∈S according

to (10) and (11) in the two-SU scenario when the perfectly
symmetric conditions can be satisfied. Otherwise
P f
i (n+ 1) = BRi(P

f
1 (n), P

f
−i(n))

for every i ∈ S and f = 1, . . . , N .
Step 3: Let {τk}∞k=1 be a subsequence of {n}∞n=0 with
τk+1 − τk < ∞ for finite k.
The PU updates its power asynchronously by

P f
1 (n+ 1)

=

⎧⎪⎪⎨
⎪⎪⎩

(1 − δ)P f
1 (n)

+δ

[
If (n+1)

ρ|hf
1, 1|2

+
(
λ− If (n+1)+Nf

1

|h11|2
)+]

, n = τk

P f
1 (n), otherwise.

f = 1, 2, . . . , N , where δ ∈ (0, 1) is the fixed step size.
If n = τk, k = k + 1.
Step 4: n = n+ 1, go to Step 2 until convergence or n =
Nmax.

Remark: The PU asynchronously updates its power alloca-
tion in Algorithm 3. It does not need to wait for the conver-
gence of SUs’ power allocation. Consequently, it is more time
efficient.

C. Extension to the Multi-PU–Multi-SU Scenario

When considering the multi-PU scenario, there are multiple
leaders in the Stackelberg game; they compete with each other
to maximize their individual utility. Each PU considers not
only the power allocation of other PUs but also the rational
reaction of the SU network to the power allocation of the
PU network. In addition, we need to guarantee all PUs’ ISR
constraints. By minor adjustments, the proposed algorithms can
be applied in the multi-PU–multi-SU scenario. In Algorithm 1,
SU i still measure the aggregated received interference, but
the interference is generated by all PUs and other SUs in
this scenario. In Algorithms 2 and 3, the update of each
PU’s power can still utilize the former method. However, the
received interference should take other PUs’ power allocation
into consideration. In Algorithm 2, the convergence of PUs’
power allocation should be achieved before the next iteration
in the multi-PU case. A renewed algorithm of Algorithm 2 for
multi-PU is outlined as Algorithm 4.

Algorithm 4: Joint Iterative Distributed Power Allocation
Algorithm for PUs and SUs (multi-PU multi-SU)

Step 1: n=0, initialize Pi(0)=(P 1
1 (0), . . . , P

N
1 (0)), i ∈ P.

Step 2: Given {Pi(n)}i∈P, the SUs allocate the NE power
according to (10) and (11) when the perfectly symmetric
conditions can be satisfied in the two-SU scenario. Other-
wise, the SUs apply Algorithm 1 in the general scenario
(Observe that P f

1 |h
f
1, i|2 should be replaced by∑

l∈P P
f
l (n)|h

f
l,i|2).

Denote the allocated power for SUs as
{Pi(n) = (P 1

i (n), . . . , P
N
i (n))}i∈S.

Step 3:
Substep 3.1: k = 0, Pi(k) = Pi(n) for all i ∈ P.
Substep 3.2: For every i ∈ P, PU i updates its power by using

P f
i (k + 1) = (1 − ηi)P

f
i (k)

+ ηi

⎡
⎢⎣ Ifi (k)

ρ
∣∣∣hf

i, i

∣∣∣2 +

⎛
⎜⎝λi −

Ifi (k) +Nf
i∣∣∣hf

ii

∣∣∣2
⎞
⎟⎠

+⎤
⎥⎦

where Ifi (k) =
∑

l �=i∈P P
f
l (k)|h

f
l,i|2 +

∑
j∈S P

f
j (n)|h

f
j, i|2

is the total received interference, λi is a constant to meet∑N
f=1[(I

f
i (k))/(ρ|h

f
i,i|2)+(λi− (Ifi (k)+Nf

i )/(|hii|2)+]≤
Pmax
i , i.e.,

∑N
f=1(λi−(Ifi (k)+Nf

i )/(|h
f
ii|2))+≤Pmax

i −∑N
f=1(I

f
i (k))/(ρ|h

f
i,i|2), and ηi∈(0, 1) is a fixed step size.

Substep 3.3: k = k + 1, go to Substep 3.2 until convergence.
Substep 3.4: Pi(n+ 1) = Pi(k) for i ∈ P.
Step 4: n = n+ 1, go to Step 2 until convergence or n =
Nmax.

In terms of the rate performance, the analytical method,
which can get the SE, is the first choice. When the analytical
method cannot be applied, e.g., private information of SU
network is unavailable, the iterative method is utilized. (The
iterative method is proposed for the scenarios that the analytical
method cannot be applied, and there is rate performance degen-
eration; see Section IV-B). We have performed comparisons
in Fig. 8. From the simulation results, we can find that, for
the iterative method, the rate of the PU has approximately 2%
degeneration and the rates of SUs are almost the same as those
of the analytical method.

Regarding the complexity and overhead, in the analytical
method, after substituting the expressions of NE into PU’s prob-
lem, the transformed conventional optimization problem maybe
nonconvex. When the interior method [36] is utilized for solv-
ing the problem, the iteration complexity is O(3LN + (L−
1)(L− 2)N + L). In addition, the PU should know the private
information of the SU network, and each SU should know infor-
mation of other Sus. The exchanging information has [2 + (L−
1)(L− 2)N ]b1 + [(L− 1) + (L− 2/2)(L− 1)]b2 bits, where
b1 and b2 are the numbers of bits to denote the channel state
and the maximal power budget, respectively. These information
exchanges produce extra overhead. With respect to the iterative
method, for Algorithm 1 step 2, the update of μi can be done
by a bisection method. The computational complexity of Algo-
rithm 1 is O((L− 1)N). For Algorithm 2, the computational
complexity for each iteration is O(m(L− 1)N +N), where
m is the iteration number for Algorithm 1. Additionally, there
is no information exchange between the PU and SU networks.

The proposed hierarchic joint power allocation can be em-
ployed to improve the rate performance of a practical network,
in which a licensed BS and a licensed mobile phone correspond
to the PU transmitter and the PU receiver (in the consid-
ered system model), respectively. Secondary access points and
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Fig. 2. Power allocation of the SUs by using Algorithm 1 in the perfectly
symmetric channel case; there are three subcarriers, and PU’s power is P1 =
[70 10 30].

cognitive mobile phones correspond to the SU transmitters and
the SU receivers, respectively. When the licensed BS–mobile-
phone network can obtain the private information of the cogni-
tive access-point–mobile-phone network, the analytical method
can be applied for perfectly symmetric channels. Otherwise, if
the information exchange between the licensed network and
cognitive network is expensive or impossible, the iterative
algorithms can be utilized.

V. NUMERICAL RESULTS

Here, we perform simulations to verify our analysis. The
convergence performance of the iterative algorithm, as well as
the rate performance for analytical and iterative algorithms, is
given numerically. The PU and SUs are uniformly located in a
square area of 100 × 100. Unless specified otherwise, the chan-
nel coefficients are generated as hi, j = d−α

i, j h̃i, j , where di, j
represents the distance between the transmitter of user i and
the receiver of user j, and α = 3 is the path loss. Slow fading
gain h̃i, j is modeled as the independently circular symmetric
Gaussian distributed random vector. “Average” (e.g., average
power and average rate) is taken over 104 channel realizations.
Unless specified otherwise, the units of power and rate are in
megawatts and nats/s/Hz, respectively.

A. NE for the subGame of SUs

First, we compare the analytical solutions in (10) and (11)
with Algorithm 1 in the perfectly symmetric channel case. In
the simulations, we set N = 3, P1 = [70 10 30](mW), Pmax

2 =
50(mW), Pmax

3 =10(mW), N2=N3=[10−1010−1010−10](mW),
h22 = h33, h̃22 ∼ CN (0, 0.5 ∗ diag[1 1 1]), h12 = h13, h̃12 ∼
CN (0, 0.5 ∗ diag[0.2 0.3 0.4]), and h23 = h32 = 0.5 × h22

(i.e., c = 0.25). Using (10) and (11), we obtain the average
NE power levels P∗

2 = [13.6871 21.6799 14.6329] and P∗
3 =

[2.4389 4.8819 2.6792]. Fig. 2 shows the results of Algorithm 1.
Observe that Algorithm 1 converges to the same results as the
analytical solutions since the fifth iteration.

Fig. 3. Convergence performance of Algorithm 1 in the general case; there
are three subcarriers, and PU’s power is P1 = [10 30 70].

Fig. 3 shows the convergence performance of Algorithm 1
when perfectly symmetric channel conditions do not hold. In
the simulations, we set N = 3, P1 = [10 30 70](mW), Pmax

2 =
50(mW),Pmax

3 =10(mW),N2=N3=[10−10 10−10 10−10](mW),
h̃22 ∼ CN (0, 0.5 ∗ diag[1 1 1]), h̃33∼CN (0, 0.5 ∗ diag[1 1 1]),
h̃12 ∼ CN (0, 0.5 ∗ diag[0.5 0.3 0.4]), h̃13 ∼ CN (0, 0.5 ∗
diag[0.36 0.3 0.0625]), h̃23∼CN (0, 0.5∗diag[0.25 0.16 0.49]),
and h̃32 ∼ CN (0, 0.5 ∗ diag[0.04 0.09 0.25]). We can notice
that Algorithm 1 converges to P2 = [21.0453 17.6421 11.3126]
and P3 = [3.4257 2.9075 3.6668] since the fourth iteration.

B. Convergence Performance of Iterative Hierarchic Power
Allocation Algorithm for the PU and SUs

The number of inner iterations for Algorithm 2 (i.e., the
number of iterations for Algorithm 1) is set to be 10. In
Algorithm 3, we let τk = 3 × k.

1) Convergence Performance in Different Channel States
With the Same ISR Constraint, the Same Total Power Con-
straints, and the Same Step Size: We set N = 3, N1 = N2 =
N3 = [10−10 10−10 10−10](mW), ρ = 0.2, Pmax

1 = 100(mW),
Pmax
2 = 50(mW), Pmax

3 = 60(mW), and step size δ =
η = 0.1.

Figs. 4 and 5 plot the convergence performance of
Algorithms 2 and 3 with different channel parameters. It is
observed that Algorithms 2 and 3 converge to the same results
in Figs. 4 and 5, respectively. Algorithm 2 converges since
about the 50th iteration, and Algorithm 3 converges since the
100th iteration. We notice that there are ten inner iterations in
each iteration of Algorithm 2; therefore, Algorithm 3 is more
time efficient. Comparing Figs. 4 and 5, we can see that the
rate performance is better in Fig. 5. This can be explained as
follows: Comparing the channel parameters used in Figs. 4
and 5, there is stronger interference in Fig. 4. As a result, the
performance is better in Fig. 5.

2) Convergence Performance in the Same Channel State With
Different Step Sizes: Parameters are chosen as follows: N=3,
N1 = N2 = N3=[10−10 10−10 10−10](mW), ρ=0.1, Pmax

1 =
100(mW), Pmax

2 =60(mW), Pmax
3 =40(mW), h12∼CN(0, 0.5∗

diag[0.16 0.25 0.36], h13∼ CN (0, 0.5 ∗ diag[0.25 0.25 0.09]),
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Fig. 4. Convergence performance of Algorithms 2 and 3 with h̃12∼CN(0, 0.5∗
diag[0.49 0.25 0.36]), h̃13∼ CN (0, 0.5 ∗ diag[0.25 0.25 0.49]), h̃21∼CN (0,
0.5 ∗ diag[0.16 0.25 0.36]), h̃31∼ CN (0, 0.5∗diag[0.25 0.25 0.16]), h̃23∼
CN(0, 0.5 ∗ diag[0.25 0.25 0.25]), h̃32∼CN(0, 0.5 ∗ diag[0.25 0.25 0.25]),
h̃11 ∼ CN (0, 0.5 ∗ diag[1 1 1]), h̃22 ∼ CN (0, 0.5 ∗ diag[1 1 1]), and h̃33 ∼
CN (0, 0.5 ∗ diag[1 1 1]).

Fig. 5. Convergence performance of Algorithms 2 and 3 with h̃12∼CN(0, 0.5∗
diag[0.16 0.25 0.36]), h̃13∼CN(0, 0.5∗diag[0.25 0.25 0.09]), h̃21∼CN(0,
0.5 ∗ diag[0.36 0.25 0.36]), h̃31 ∼ CN (0, 0.5 ∗ diag[0.49 0.25 0.16]), h̃23 ∼
CN (0, 0.5 ∗ diag[0.25 0.09 0.81]), h̃32 ∼ CN (0, 0.5 ∗ diag[0.16 0.25 0.36]),
h̃11 ∼ CN (0, 0.5 ∗ diag[4 4 4]), h̃22 ∼ CN (0, 0.5 ∗ diag[1 1 1]), and h̃33 ∼
CN (0, 0.5 ∗ diag[1 1 1]).

h21 ∼ CN (0, 0.5 ∗ diag[0.36 0.25 0.36]), h31 ∼ CN (0, 0.5 ∗
diag[0.49 0.25 0.16]), h23∼CN (0, 0.5∗diag[0.25 0.25 0.25]),
h32 ∼ CN (0, 0.5 ∗ diag[0.25 0.25 0.25]), h11 ∼ CN (0, 0.5 ∗
diag[1 1 1]), h22 ∼ CN (0, 0.5 ∗ diag[1 1 1]), and h33 ∼
CN (0, 0.5 ∗ diag[1 1 1]). Fig. 6 demonstrates the convergence
performance of Algorithm 2 with different step sizes. We can
observe that the algorithm converges with step sizes η = 0.1
and η = 0.2. However, when η = 0.8 and η = 0.9, the algo-
rithm oscillates, i.e., does not converge. It can be interpreted
by using Lemma 2. The upper bound for the convergent step
size for all channel realizations lies between 0.2 and 0.8, i.e.,
0.2 < min ξ < 0.8. Then, the condition in Lemma 2 can be sat-
isfied when η = 0.1 and η = 0.2. Consequently, the algorithm

Fig. 6. Convergence performance of Algorithm 2 with different step sizes.
(a) η = 0.1. (b) η = 0.2. (c) η = 0.8. (d) η = 0.9.
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converges for all channel realizations, and the average rate
converges. When η = 0.8 and η = 0.9, η < ξ does not hold.
Thus, the convergence cannot be guaranteed.13 It can also be
noticed that the step size does not affect the final results of
the algorithm when it converges. Fig. 7 shows the convergence
performance of Algorithm 3 with different step sizes. Similarly,
we observe that the algorithm converges when the step size is
set to be 0.1 and 0.2, and it oscillates when the step size equals
to 0.9 and 0.99. The algorithm converges to the same results for
δ = 0.1 and δ = 0.2.

C. Rate Performance Comparison for Iterative Power
Allocation Algorithm and Analytical Algorithm in the
Perfectly Symmetric Channel

In the perfectly symmetric channel, both analytical and iter-
ative power allocation for the PU and SUs can be applied.14 We
compare the rate performances here.

Fig. 8 shows the rate performance of the analytical hierarchic
power allocation and iterative power allocation for the PU and
SUs with different power constraints for the PU, i.e., Pmax

1 .
We can observe that the rate performance of the PU decreases
slightly in the iterative power allocation because of the unavail-
ability of SUs’ private information, but the rate performance of
the SUs is almost the same as the analytical algorithm. This
verifies the effectiveness of the iterative power allocation.

D. Multi-PU and Multi-SU Scenario

Fig. 9(a) plots the rate performance versus the power con-
straint of PU when there are 2 PUs and 2 SUs. In the simulation,
the parameters are chosen as follows: N = 3, ρ = 0.2, Pmax

1 =
Pmax
2 =Pmax, Pmax

3 =100, Pmax
4 =150, and N1=N2=N3=N4=

[1 1 1]. The channel settings are listed in Table I. Fig. 9(b)
shows the two-PU–three-SU scenario. Additionally, Pmax

5 =
120, h15∼ CN(0, 0.5∗diag[0.16 0.09 0.25]), h25∼CN (0, 0.5 ∗
diag[0.49 0.36 0.49]), h35∼CN (0, 0.5∗diag[0.09 0.25 0.36]),
h45 ∼ CN (0, 0.5 ∗ diag[0.16 0.49 0.49]), h55 ∼ CN (0, 0.5 ∗
diag[0.25 0.25 0.25]), and N5 = [1 1 1]. In Fig. 9(a) and (b), we
can find that with the increase in Pmax, the rate performance of
PUs increases and that of SUs decreases. Comparing Fig. 9(a)
and (b), we can notice that the entry of a new SU (user 5)
will degrade the rate performance of the existing users since
additional interference will be incurred.

VI. CONCLUSION

We consider the power allocation for the PU network and the
SU network jointly using the Stackelberg game to describe
the hierarchy. The PU network is considered the leader and the
SU network acts as the follower. We consider the ISR constraint
to guarantee the primary service in the Stackelberg game. Based
on the analysis of the Stackelberg game, the hierarchic joint
power-allocation algorithms are given. The analytical method

13Only the convergence cannot be guaranteed but not definitely divergent.
14The analytical method is applied when private information is available and

the iterative method is used otherwise.
Fig. 7. Convergence performance of Algorithm 3 with different step sizes.
(a) δ = 0.1. (b) δ = 0.2. (c) δ = 0.9. (d) δ = 0.99.
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Fig. 8. Rate performance of the analytical power allocation and iterative
power allocation in the perfectly symmetric channel with different Pmax

1 .
The other parameters are N = 3, N1 = N2 = N3 = [0.5 0.5 0.5],
ρ = 0.1, Pmax

2 = 5, Pmax
3 = 1, h11 ∼ CN (0, 0.5 ∗ diag[1 1 1]),

h22 = h33 ∼ CN (0, 0.5 ∗ diag[1 1 1]), h12 = h13 ∼ CN (0, 0.5 ∗
diag[0.2 0.3 0.4]), h21 ∼ CN (0, 0.5 ∗ diag[0.09 0.36 0.25]),
h31 ∼ CN (0, 0.5 ∗ diag[0.16 0.25 0.16]), and h23 = h32 = 0.5 × h22 (i.e.,
c = 0.25).

Fig. 9. Rate performance versus power constraint of PU in the multi-
PU–multi-SU scenario applying the distributed iterative algorithm (Algorithm
4), η = 0.001, and 100 iterations. (a) Two PUs (users 1 and 2) and two SUs
(users 3 and 4). (b) Two PUs (users 1 and 2) and three SUs (users 3, 4, and 5).

TABLE I
CHANNEL SETTINGS FOR FIG. 9(a)

is presented when the PU can obtain the information for the
SUs. Once the PU cannot obtain the information for the SUs,
distributed iterative methods are proposed. Simulation results
demonstrate the effectiveness (in rate and convergence) of the
proposed hierarchic joint power-allocation algorithms.

APPENDIX A
PROOF OF PROPOSITION 1

First, ∀P, P′ ∈ Si, we have αP+ (1 − α)P′ ∈ Si (α ∈
[0, 1]), i.e., Si is a convex set. Meanwhile, as Pmax

i < ∞,
Si ⊆ E

N is closed and bounded; therefore, it is compact. Next,
ui(Pi, P−i) is continuous in P−i. Third, ∀τ ∈ R, we can prove
that the upper contour set Uτ = {Pi ∈ Si, ui(Pi, P−i) ≥ τ}
is convex. That is, ∀P, P′ ∈ Uτ , αP+ (1 − α)P′ ∈ Uτ (α ∈
[0, 1]). Consequently, ui(Pi,P−i) is quasi-concave in Pi. Us-
ing the Debreu–Fan–Glicksberg theorem [31], the lemma can
be proven.

APPENDIX B
PROOF OF PROPOSITION 2

Define Λ(P) := (Λ2(P)T , . . . ,Λ|Ω|+1(P)T )T , where

Λi(P) = −∇Pi
ui(Pi, P−i)

=

⎛
⎜⎝− 1

N̂f
i +

∑
j∈S P

f
j

∣∣∣ĥf
j, i

∣∣∣2
⎞
⎟⎠

N

f=1

(15)

with ∇Pi
(·) being the gradient vector with respect to Pi [8],

N̂f
i = (Nf

i + P f
1 |h

f
1, i|2)/(|h

f
i, i|2), and ĥf

j, i = (hf
j, i)/(h

f
i, i).

Denote S = S2 × · · · × S|Ω|+1 with a Cartesian structure. For
P = (P2, . . . ,P|Ω|+1), P′ = (P′

2, . . . ,P
′
|Ω|+1) ∈ S , define

Θi(f) =

√
N̂f

i +
∑
j∈S

P f
j |ĥ

f
j, i|2

√
N̂f

i +
∑
j∈S

P ′f
j |ĥ

f
j, i|2 (16)
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and ei(f)=(P f
i −P ′f

i )/(Θi(f)), i∈S. Note that N̂f
i ≤Θi(f)≤

Θmax
i (f) := N̂f

i +
∑

j∈S P
max
j |ĥf

j, i|2.15 We have

(Pi −P′
i)

T
[Λi(P)− Λi(P

′)]

=

N∑
f=1

P f
i − P ′f

i

Θi(f)

∑
j∈S

∣∣∣ĥf
j, i

∣∣∣2 (P f
j − P ′f

j

)
Θi(f)

≥
N∑

f=1

ei(f)
2 −

∑
j �=i

N∑
f=1

ei(f)

∣∣∣ĥf
j, i

∣∣∣2 Θj(f)

Θi(f)
ej(f)

(a)

≥
N∑

f=1

ei(f)
2 −

∑
j �=i

⎛
⎝ N∑

f=1

ei(f)
2

⎞
⎠

1
2

× max
1≤f≤N

⎧⎪⎨
⎪⎩
∣∣∣ĥf

j, i

∣∣∣2 Θj(f)

Θi(f)

⎫⎪⎬
⎪⎭
⎛
⎝ N∑

f=1

ej(f)
2

⎞
⎠

1
2

≥ êi
∑
j∈S

Mi, j êj (17)

where (a) holds since the Cauchy–Schwarz inequality and
êj = (

∑N
f=1 ej(f)

2)1/2. When M is a positive definite matrix,
it is a P-matrix.16 Then, based on [33, Th. 3.3.4(b)], α(M) =
min‖x‖2=1{maxi∈S xj(Mx)i} is positive. That is, ∀x ∈ R

L−1

max
i∈S

xi(Mx)i ≥ α(M)‖x‖22 (18)

where ‖ · ‖2 is the spectral norm. By combining (17) and (18),
we have

max
i∈Ω

{
(Pi −P′

i)
T
[Λi(P)− Λi(P

′)]
}

≥ α(M)
∑
j∈S

N∑
f=1

ej(f)
2

≥ α(M)

maxj∈S max1≤f≤N

(
Θmax

j (f)
)2 ∑

j∈S

N∑
f=1

(
pfj − p′fj

)2
.

(19)

That is, ∃γ > 0, maxi∈Ω{(Pi −P′
i)

T [Λi(P)− Λi(P
′)]} ≥

γ‖P−P′‖22. Consequently, G has a unique NE according to
[34, Prop. 3.5.10(a)].

150 ≤ P f
j and

∑N

f=1
P f
j ≤ Pmax

j ; thus, P f
j ≤ Pmax

j . Similarly, P ′f
j ≤

Pmax
j .
16A matrix M is called P-matrix if every principal minor of M is posi-

tive. Any positive definite matrix is P-matrix, but the reverse does not hold
[32], [33].

APPENDIX C
PROOF OF PROPOSITION 3

Denote (Pi(k + 1))Li=2 = F((Pi(k))
L
i=2) in Algorithm 1.

First, we can derive that F is piecewise affine.17 The domain
of function F can be partitioned into finitely many polyhedral
regions, and in each region, F(P) is equal to an affine function
ACP+b, where A=diag(W(φ2),W(φ3), . . . ,W(φL)) with

[W(φi)]kl =

⎧⎨
⎩

0, k /∈ φi or l /∈ φi

1/|φi|, k, l ∈ φi and k �= l
−1 + 1/|φi|, k, l ∈ φi and k = l

(20)

being an (L− 1)N × (L− 1)N block diagonal matrix, for
some choice of φi ⊆ {1, 2, . . . , N}, i = 2, 3, . . . , L [29].18

Next, it is sufficient to show that each block of Aσ has spectrum
norm equal to 1. For this purpose, we can prove that

WT
mWm = W 2

m = 1 (21)

where Wm = (1/m)J− I, with J and I being an m×m all-
one matrix and an identity matrix, respectively, is a square
matrix; it is obtained by removing the zero columns and zero
rows in Aσ . From (21), we can derive that the eigenvalues of
Wm are 0 and −1.

APPENDIX D
PROOF OF PROPOSITION 4

Since ui(Pi, P−i) is concave on Pi, using the
Karush–Kuhn–Tucker conditions,19 (P2, . . . ,P|Ω|+1) is
the NE if and only if there are nonnegative {λi} satisfying

∂ui(Pi,P−i)

∂P f
i

=

⎡
⎢⎣P f

i +
Nf

i + P f
1

∣∣∣hf
1i

∣∣∣2∣∣∣hf
ii

∣∣∣2 +

∑
j �=i∈Ω P f

j

∣∣∣hf
ji

∣∣∣2∣∣∣hf
ii

∣∣∣2
⎤
⎥⎦
−1

(22)

=

⎡
⎣P f

i + σf + c
∑

j �=i∈Ω
P f
j

⎤
⎦
−1{

= λi, P f
i > 0

≤ λi, P f
i = 0.

(23)

Consequently, let τkr =(1/1−c)((1+(|Ω|−1−r+k)c)/(λk)−
c
∑|Ω|−r+k

j=1 (1/λj)) with λ1 ≤ · · · ≤ λ|Ω|; each NE is of the
following form:

P f
k+1 =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1
1+(|Ω|−1)c

(
τkk − σf

)
, σf < τ

|Ω|
|Ω|

1
1+(|Ω|−1−r+k)c

(
τkr − σf

)
, τ

|Ω|+k+1−r
|Ω|

≤ σf < τ
|Ω|+k−r
|Ω| , r ∈ [k + 1, |Ω|]

0, τk|Ω| ≤ σf .
(24)

17A function g mapping from a domain in V to vector space W is called
piecewise affine if the domain of g can be partitioned into finitely many poly-
hedra, e.g., R1, . . . ,RS , such that, for σ = 1, . . . , S, the function g restricted
to the region Rσ is equal to an affine function, i.e., g(x) = Aσx+ cσ , for all
x ∈ Rσ , for some suitable choice of matrix Aσ and vector cσ .

18|X| is the cardinality of set X .
19See [35, Ch. 5.5.3].
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For user (|Ω|+ 1), we have

N∑
f=1

P f
|Ω|+1 =

∑
σf<τ

|Ω|
|Ω|

P f
|Ω|+1

=
1

1 + (|Ω| − 1) c

∑
σf<τ

|Ω|
|Ω|

(
τ
|Ω|
|Ω| − σf

)

≤Pmax
|Ω|+1. (25)

When the equality holds, we have τ
|Ω|∗
|Ω| = ((1 + (|Ω| −

1)c)Pmax
|Ω|+1 +

∑k|Ω|
f=1 σf )/(k|Ω|), where k|Ω| is given by φ

|Ω|
k|Ω|

<

Pmax
|Ω|+1≤φ

|Ω|
k|Ω|+1, and φ

|Ω|
k =(1)/(1+(|Ω|−1)c)

∑k
f=1(σk−

σf ). Consequently, the equilibrium power allocation for user
(|Ω|+ 1) is given by

P f∗
|Ω|+1 =

{
τ
|Ω|∗
|Ω| −σf

1+(|Ω|−1)c , f ∈
[
1, k|Ω|

]
0, f ∈

[
k|Ω| + 1, N

]
.

(26)

τ
|Ω|−1
|Ω|−1 = (1 + (|Ω| − 1)c)/(1 + (|Ω| − 2)c)τ |Ω|−1

|Ω| − (c)/(1 +

(|Ω| − 2)c)τ |Ω|
|Ω| , then regarding user |Ω|

N∑
f=1

P f
|Ω| =

1
1 + (|Ω| − 1) c

∑
σf<τ

|Ω|
|Ω|

(
τ
|Ω|−1
|Ω|−1 − σf

)

+
1

1 + (|Ω| − 2) c

∑
τ
|Ω|
|Ω|≤σf<τ

|Ω|−1

|Ω|

(
τ
|Ω|−1
|Ω| − σf

)

≤Pmax
|Ω| . (27)

Utilizing the equality, we get τ (|Ω|−1)∗
|Ω| =(Pmax

|Ω| +(
∑k|Ω|−1

f=k|Ω|
σf )/

(1+(|Ω|−2)c)+(
∑k|Ω|

f=1((cτ
|Ω|∗
|Ω| )/(1+(|Ω|−2)c+ σf ))/(1 +

(|Ω| − 1)c))((1 + (|Ω| − 2)c)/(k|Ω|−1)), where k|Ω|−1 is
derived by{

k|Ω|−1 = k|Ω|, Pmax
|Ω| ≤ φ

|Ω|−1
k|Ω|+1

φ
|Ω|−1
k|Ω|−1

< Pmax
|Ω| ≤ φ

|Ω|−1
k|Ω|−1+1, otherwise

(28)

with

φ
|Ω|−1
k =

k∑
f=k|Ω|+1

σk − σf

1 + (|Ω| − 2) c
+

k|Ω|∑
f=1

1
1 + (|Ω| − 2) c

×
(

1 + (|Ω| − 1) c
1 + (|Ω| − 2) c

σk − σf +
c

1 + (|Ω| − 2) c
τ
|Ω|∗
|Ω|

)
. (29)

Then

P f∗
|Ω|=

⎧⎪⎪⎪⎪⎨
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τ
(|Ω|−1)∗
|Ω|

1+(|Ω|−2)c−
cτ

|Ω|∗
|Ω|

1+(|Ω|−2)c
+σf

1+(|Ω|−1)c , f ∈
[
1, k|Ω|

]
τ
(|Ω|−1)∗
|Ω| −σf

1+(|Ω|−2)c , f ∈
[
k|Ω| + 1, k|Ω|−1

]
0, f ∈

[
k|Ω|−1 + 1, N

]
.

(30)

As |Ω| = 2, we arrive at the proposition, which completes the
proof.

APPENDIX E
PROOF OF LEMMA 1

In Definition 2, Inequality 1 implies that (P̂∗
i , P̂

∗
−i) is the

NE of G given P∗
1. As (P∗

i , P
∗
−i) denotes the NE of G given

P1, we have an equivalent definition, i.e., (P∗
1,Ne(P∗

1)) is
an SE if u1(P

∗
1, Ne(P∗

1)) ≥ u1(P1, Ne(P1)) for any feasi-
ble P1, where Ne(x) denotes the NE of G given P1 = x.
Since P∗

1 is the optimal solution of (5), u1(P
∗
1, Ne(P∗

1)) ≥
u1(P1, Ne(P1)) for any feasible P1. According to the equiv-
alent definition of Definition 2, we claim that (P1, Ne(P1)) is
an SE.

APPENDIX F
PROOF OF LEMMA 2

Denote χ(P1(n)) = [(If (n))/(ρ|hf
1, 1|2) + (λ− (If (n) +

Nf
1 )/(|h11|2))+]Nf=1, where [xi]

n
i=1 = (x1, . . . , xn). Then

P1(n+ 1) = (1 − η)P1(n) + ηχ (P1(n))

:=F (P1(n)) . (31)

First, ∀P(1)
1 �= P

(2)
1 in PU’s feasible power set, as

∑N
f=1 P

f
i ≤

Pmax
i for i ∈ P ∪ S, ∃β > 0 satisfies(
P

(1)
1 −P

(2)
1

) [
χ
(
P

(1)
1

)
− χ

(
P

(2)
1

)]T
≥ −β

∥∥∥P(1)
1 −P

(2)
1

∥∥∥2
2
. (32)

Next, from (31), we get(
P

(1)
1 −P

(2)
1

) [
F
(
P

(1)
1

)
− F

(
P

(2)
1

)]T
= (1 − η)

(
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(1)
1 −P

(2)
1

)(
P

(1)
1 −P

(2)
1

)T
+ η

(
P

(1)
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(2)
1

) [
χ
(
P

(1)
1

)
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(
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(2)
1
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(b)

≥ [1 − (1 + β)η]
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(2)
1

∥∥∥2
2

(33)

where (b) holds since (32). On the other hand, ∃θ > 0,
‖χ(P(1)

1 )− χ(P
(2)
1 )‖2 ≤ θ‖P(1)

1 −P
(2)
1 ‖2. Consequently, we

derive(
P

(1)
1 −P

(2)
1

) [
F
(
P

(1)
1

)
− F

(
P

(2)
1

)]T
≥ (1 − (1 + β)η) θ−2

∥∥∥χ(P(1)
1

)
− χ

(
P

(2)
1

)∥∥∥2
2
. (34)

When η < (1 + β)−1, F (·) is cocoercive with constant [1 −
(1 + β)η]θ−2. Then, applying [34, Th. Th. 12.1.8], if η < 2[1 −
(1 + β)η]θ−2, i.e., η < 2[2(1 + β)− θ2]−1, the iterative algo-
rithm converges. In conclusion, if η < min{(1 + β)−1, 2[2(1 +
β)− θ2]−1} = (1 + β)−1 := ξ, the iterative algorithm con-
verges, which completes the proof.
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